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Notation
$\sqsubseteq_{S}:=\left\{P \mid \exists P^{\prime} \in S: P \sqsubseteq P^{\prime}\right\}$.
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## Definition

A set of pomsets $S$ is called a rational pomset language if there is an expression $e \in \mathbb{E}_{\Sigma}$ such that $S=\llbracket e \rrbracket$.

## Two decision problems

## biKA

Given two expressions $e, f$, are $\llbracket e \rrbracket$ and $\llbracket f \rrbracket$ equal?

## CKA

Given two expressions e, $f$, are ${ }^{\sqsubseteq} \llbracket e \rrbracket$ and ${ }^{\sqsubseteq} \llbracket f \rrbracket$ equal?
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## Recognisable pomset languages

## Language generated by a net

$\llbracket \mathcal{N} \rrbracket$ is the set of pomset-traces of accepting runs of $\mathcal{N}$.

## Definition <br> A set of pomsets $S$ is a recognisable pomset language if there is a net $\mathcal{N}$ such that $S=\llbracket \mathcal{N} \rrbracket$.

From expressions to automata

$$
\mathcal{N}(0):=\rightarrow \quad \mathrm{O} \rightarrow \quad \mathcal{N}(1):=\rightarrow \mathrm{O} \quad \mathcal{N}(a):=\rightarrow \mathrm{O} \rightarrow \square \mathrm{O} \rightarrow
$$

$$
\mathcal{N}\left(e_{1}+e_{2}\right):=\rightarrow \text { (1) }
$$

$$
\mathcal{N}\left(e_{1} \| e_{2}\right):=\longrightarrow \text { C }
$$

$$
\mathcal{N}\left(e_{1} \cdot e_{2}\right):=\rightarrow\left(A_{1}\right) \quad e_{1} \longrightarrow\left(f_{1}\right) \longrightarrow
$$
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## Theorem

Testing containment of pomset-trace languages of two Petri nets is an ExpSpace-complete problem.

Jategaonkar \& Meyer, Deciding true concurrency equivalences on safe, finite nets, 1996

## Corollary

The problem biKA lies in the class ExpSpace.
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- build an automaton $\mathscr{A}_{1}$ for $\llbracket \mathcal{N}_{1} \rrbracket$
- build an automaton $\mathscr{A}_{2}$ for $\llbracket \mathcal{N}_{1} \rrbracket \cap \subseteq \mathcal{N}_{2} \rrbracket$
- $\llbracket \mathcal{N}_{1} \rrbracket \subseteq \sqsubseteq \llbracket \mathcal{N}_{2} \rrbracket$ if and only if $\mathcal{L}\left(\mathscr{A}_{1}\right)=\mathcal{L}\left(\mathscr{A}_{2}\right)$.
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## Reduction to automata

Let $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ be some polite nets, of size $n, m$.

## Lemma
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## Lemma

There is an automaton $\mathcal{N}_{1} \prec \mathcal{N}_{2}$ with $\mathcal{O}\left(2^{n+m+n m}\right)$ states that recognises the set of accepting runs in $\mathcal{N}_{1}$ whose pomset belongs to ${ }^{〔} \llbracket \mathcal{N}_{2} \rrbracket$.
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## Theorem

The problem CKA is ExpSpace-complete.

## Proof.

1. In the class ExpSpace: see above.
2. ExpSpace-hard: Reduction from the universality problem for regular expressions with interleaving.

Mayer \& Stockmeyer, The complexity of word problems - this time with interleaving, 1994
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## Done:

- Reduction of biKA and CKA to Petri nets.
- New automaton-like semantics for Petri nets.
- biKA is ExpSpace-solvable.
- CKA is ExpSpace-complete.

To do:

- Extend the algorithm to a larger class of Petri nets.
- Add tests because they're useful!
- Add names because they're fun!
- Insert you favourite operator here...


## That's all folks!

Thank you!

See more at:
http://paul.brunet-zamansky.fr
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